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❑ Low-degree or tail nodes are ubiquitous
▪ Newcomers
▪ Existing users who are less active

❑ Node degrees vary considerably across 
the network
▪ Power-law distribution

Background



❑ Tail nodes with very few links are under-modeled 
▪ Limited structural information
▪ Existing methods regard all nodes uniformly using the same model

Tail nodes are under-modeled

Problem: Given the embedding vectors of 
nodes learned from a base embedding 
model, can we refine/improve the 
embeddings of the tail nodes?



❑ Challenge 1: Tail nodes have scarce structural information

Link dropouts
▪ Head nodes have more links than tail nodes
▪ Drop some of the links on head nodes to simulate tail nodes

Oracle reconstruction
▪ Leverage higher quality embeddings of head nodes 𝒱head

Challenges and insights

Regression model trained on head 
nodes, and predict on tail nodes

argmin
Θ



𝑣∈𝒱head

𝐹 𝑣; Θ − 𝐡𝑣
2

Embedding vector of head node 𝑣
from a base embedding model



Prior

❑ Challenge 2: Each node has a unique local context

Learn how to adapt: Meta-learning (MAML)

The regression model needs adapted to each node

Challenges and insights

Θ
Θ1
′ for node 1

Θ2
′ for node 2

Θ3
′ for node 3

Meta-learning (MAML)

Adaptation
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Regression model

❑ Reconstructing the embedding of a head node from its neighbors
❑ Only utilize some of the neighbors

x x

Link dropout Oracle reconstruction

Regression model to 
predict መ𝐡𝑣, using 𝐱𝑣
as input features

𝐱𝑣: embedding 
aggregated from 
𝑣’s neighbors



❑ Each node forms a “small” regression task
▪ For head nodes, perform link dropouts

Locality-aware tasks

“Training data” of the small regression task

“Testing data” of the small regression task

❑ Support set only consists of a few neighboring nodes
▪ Known as few-shot regression
▪ Locality-aware tasks, assuming neighboring nodes has similar local contexts



meta-tail2vec: Locality-aware meta-learning



1. Given a task 𝑇𝑣 = (𝑆𝑣 , 𝑞𝑣), the loss of the prior Θ on support is

𝐿𝑆𝑣 Θ = 

𝑖,𝐡𝑖 ∈𝑆𝑣

𝐹 𝑖; Θ − 𝐡𝑖
2

2. Θ will be adapted on support 𝑆𝑣 by one (or a few) gradient updates

Θ𝑣
′ = Θ − 𝛼

𝜕𝐿𝑆𝑣 Θ

𝜕Θ

3. The local model Θ𝑣
′ will be applied on query 𝑣 to calculate the task loss
𝐿𝑞𝑣 Θ𝑣

′ = 𝐹 𝑣; Θ𝑣
′ − 𝐡𝑣

2

4. Task losses are backpropagated to update the prior Θ

argmin
Θ



𝑇𝑣= 𝑆𝑣,𝑞𝑣 ∈𝒯train

𝐿𝑞𝑣 Θ − 𝛼
𝜕𝐿𝑆𝑣 Θ

𝜕Θ

Meta-training process of meta-tail2vec



Proposed approach

Experiment

1 Background & Problem

Outline

2

4 Conclusion

3



❑ Datasets

Defined as degree ≤ 5

❑ Base embedding model
▪ DeepWalk, GraphSAGE
▪ SDNE, ARGA, DDGCN (robust models for sparse networks)

❑ Baselines for refining tail node embeddings w.r.t. each base model
▪ Biased walk, Additive, A la carte, Nonce2vec, Dropout

Experimental settings



Evaluation on node classification



Evaluation on link prediction



Ablation study

Ablation study of the meta-learning strategy 
on node classification w.r.t. DeepWalk as the 
base model.

▪ Full: The full meta-tail2vec model
▪ Global: Only train one global regression model 

on head nodes
▪ Fine-tune: Fine-tune the pre-trained global 

model on the support sets
▪ Rand-supp: Same as Full but samples random 

nodes as support sets



Visualization of base embeddings by 
SDNE, and their respective refinement by 
meta-tail2vec on the Email dataset. 

Solid points denote tail nodes and hollow points 
denote head nodes. Each color represents one 

class.

Visualization

(a) Base embeddings (b) Refined embeddings 
by meta-tail2vec
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❑ We formulated the novel problem of learning tail node embeddings, 
and cast it as a regression problem based on oracle reconstruction 
and link dropout.

❑ We designed the locality-aware tasks on networks in a meta-learning 
framework, which allows for easy local adaption of the base model.

❑ We conducted extensive experiments on three public datasets, in 
which meta-tail2vec attains significant performance gains.

Outline



Thank you!

More information: http://www.yfang.site/
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